Reference Design 
xup_bsb_512M_dual_rank_vga Release Notes

Accessories Required 

This reference design requires a PC2100 512MB 64 Bit  dual rank DDR DIMM Module with CAS latency 2.5, RS232 serial cable,  and a terminal emulation program,  Analog VGA  640 x 480 capable display/monitor.

Peripherals / Hardware Supported

PLB BRAM -  64KB

PLB2OPB Bridge

OPB UartLite - 9600 Baud

PLB DDR SDRAM RAM controller with 64 Bit data bus support

VGA/TFT controller with 25 MHz Pixel rate for 640 x 480 VGA output 

The project was originally created by using base system builder, but the “Microprocessor Hardware Specification (system.mhs)” definitions for this project have been hand modified..  The PLB DDR memory controller parameters have been modified to support a 64 bit data bus interface to the DIMM module. Also the second “bank” base address and high address were modified from the BSB version .mhs  to be contiguous. 
The user constrains file (system.ucf) has also been modified to contain the placement and I/O constrains for the additional data and strobe signals for the DDR memory AND a phase shift constraint has been added to the 2nd DCM. 
Software Applications

There are 3 software projects in the build, TestApp_Memory, TestApp_Mem_VGA, and TestApp_EXEC_frm_DDR . The programs TestApp_Memory, TestApp_Mem_VGA  are designed run out of PLB BRAM, and will start immediately after configuration completes.  Both programs test DDR memory while the main program runs out of PLB BRAM. The TestApp_Mem_VGA  software also writes a color bar test pattern to the memory shared with the VGA display controller displaying 640 X 480 color bars on the VGA monitor. 

When you configure the FPGA with the TestApp_Memory executable, you should see the following message on the terminal emulator display driven by the RS232 port:

-- Entering main() --

Starting MemoryTest for DDR_512MB_64Mx64_rank2_row13_col10_cl2_5:

Running 32-bit test...PASSED!

Running 16-bit test...PASSED!

Running 8-bit test...PASSED!

Starting MemoryTest for DDR_512MB_64Mx64_rank2_row13_col10_cl2_5:

Running 32-bit test...PASSED!

Running 16-bit test...PASSED!

Running 8-bit test...PASSED!

-- Exiting main() --
When you configure the FPGA with the TestApp_Mem_VGA  executable, you should see the following message on the terminal emulator display driven by the RS232 port and see the vertical color bar test pattern on the display when the test is complete:

-- Entering main() --

Starting MemoryTest for DDR_512MB_64Mx64_rank2_row13_col10_cl2_5:

  Running 32-bit test...PASSED!

  Running 16-bit test...PASSED!

  Running 8-bit test...PASSED!

Starting MemoryTest for DDR_512MB_64Mx64_rank2_row13_col10_cl2_5:

  Running 32-bit test...PASSED!

  Running 16-bit test...PASSED!

  Running 8-bit test...PASSED!

Running rgb Test Pattern...     ...     Passed!

Exiting main() –
This last program is compiled and linked to execute from the address 0x0 (DDR SDRAM), and the program runs with the Icache & Dcache on.  Executing the program from DDR memory with caches on is a reasonable stress test of the DDR memory and controller, as it forces the DDR memory controller to do burst reads and writes. 

The TestApp_EXEC_frm_DDR   program  requires that  the boot loop to be loaded in the PLB BRAM. The object code, executable.elf is in the  TestApp_EXEC_frm_DDR  directory, and needs to be loaded into the DDR memory via the XMD software. After connecting to the target, use “dow executable.elf” command to load the DDR memory with the executable. The “run” command will start the program running. You should see the following message on the terminal emulator display driven by the RS232 port and see the vertical color bar test pattern on the display when the test is complete:

Turning caches on

SDRAM Module Detection

----------------------

Checking available DIMM module...       done!

Ranks detected: 1

DDR SDRAM Test: Rank 0

----------------------

Running Data Walking 1's Test...        SUCCESS!

Running Data Walking 0's Test...        SUCCESS!

Running Address Walking 1's Test...     SUCCESS!

Running Address Walking 0's Test...     SUCCESS!

Running Device Pattern 1 Test...        SUCCESS!

Running Device Pattern 2 Test...        SUCCESS!

Running Device Antipattern 1 Test...    SUCCESS!

Running Device Antipattern 2 Test...    SUCCESS!
DDR SDRAM Test: Rank 1
----------------------

Running Data Walking 1's Test...        SUCCESS!

Running Data Walking 0's Test...        SUCCESS!

Running Address Walking 1's Test...     SUCCESS!

Running Address Walking 0's Test...     SUCCESS!

Running Device Pattern 1 Test...        SUCCESS!

Running Device Pattern 2 Test...        SUCCESS!

Running Device Antipattern 1 Test...    SUCCESS!

Running Device Antipattern 2 Test...    SUCCESS!

Memory test complete

Running rgb Test Pattern...     ...     Passed!
Opening the Project in XPS (Xilinx Platform Studio) 
After starting Xilinx Platform Studio (XPS), select the file pull down, then select “open project” button and navigate to the directory where you have copied or installed the reference designs directory.  Select the system.xmp file to be opened
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If you receive the following error message, the most like problem is the peripheral repository directory is incorrect for you installation.
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To set or correct the peripheral repository directory settings, select the “Options” pull down, then select the “Project Options” button.
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When you get the following menu, browse the peripheral repository directory or copy the directory path to the location of the /lib of the XUP VirtexII Pro Development board support libraries. The subdirectories contain the processor peripheral CORES and drivers used in this and several other reference design as well as the base system builder.
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Then from the file menu select “project save” then from the file menu select “project close”.  Then re-open the system.xmp project.  When the project re-opens you should not get an error.
If you still receive the error message, you may have an error in the in the system.mhs file.  You may want to consult the “Embedded System Tools Reference Manual” in the Embedded Development Kit online documentation. 
